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Abstract—The display of complex 3D scenes in real-time on mobile devices is difficult due to the insufficient data throughput and a relatively weak graphics performance. Hence, we propose a client-server system, where the processing of the complex scene is performed on a server and the resulting data is streamed to the mobile device. In order to cope with low transmission bitrates, the server sends new data only with a framerate of about 2 Hz. However, instead of sending plain framebuffers, the server decomposes the scene geometry represented by the current view’s depth profile into a small set of textured polygons. This processing does not require the knowledge of objects or structures in the scene, i.e. the output of Time-of-flight cameras can be handled as well. The 2.5D representation of the current frame allows the mobile device to render plausibly distorted views of the scene at high frame rates as long as the viewing position does not change too much before the next frame arrives from the server. In order to further augment the visual experience, we use the mobile device’s built-in camera or gyroscope to detect the spatial relation between the user’s face and the device, so that the camera view can be adapted accordingly. This produces a pseudo-immersive visual effect. Besides designing the overall system with a render-server, 3D display client, and real-time face/pose detection, our main technical contribution is a highly efficient algorithm that decomposes a frame buffer with per-face/pose detection, our main technical contribution is a highly efficient algorithm that decomposes a frame buffer with per-face/pose detection.
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I. INTRODUCTION

Current off-the-shelf mobile devices are equipped with powerful processors, graphic processing units, multiple sensors, and high speed wireless connections. It has already been a common feature for these devices to render 3D geometry. However, at the same time, the advances in 3D games, navigation, mobile GIS, and other applications raise great demands and expectations for real-time 3D display on mobile platforms. The typical data sets in these applications often exceed the available memory size and rendering capabilities even of state-of-the-art high-end handheld devices. Therefore it is still a challenging task to display a complex, textured 3D scene smoothly on such devices.

Various algorithms have been proposed to bridge the gap between hardware limitation and complexity of geometry data. One of them is progressive meshes. Progressive models can be constructed by mesh decimation, which generates a stream of meshes all representing the same object with different levels of detail. Depending on the distance between the viewer and the object, a suitable level of detail is chosen to be rendered. However, progressive models actually require more storage in memory compared to plain polygon meshes. Moreover, some 3D scenes cannot be decimated efficiently, since the individual objects already consist of primitive geometries. In addition, the decimation of certain 3D objects is not straightforward, e.g. trees and leaves. The performance depends on the number of faces as well. Other researchers suggest to use imposters and/or a 3D image cache to improve rendering performance. But they require the knowledge of the 3D scene for segmentation or partition of the space. For range images from a time-of-flight (TOF) camera, these methods can not be used directly.

In this work, we present a client-server system which can automatically simplify complex 3D scenes in real-time and display them interactively on handheld devices. On the server side, the depth and normal information are taken either from a 3D rendering server or from a TOF camera. By using this information of the current view, we extract a coarse 2D mesh using feature edges in the image as constraints. We further exploit the depth value of each vertex to get a 2.5D mesh representation, which approximates the current view of the original 3D scene. This textured mesh is then streamed to the mobile client for rendering. In order to further augment the visual experience, we utilize the mobile device’s built-in sensors to detect the spatial relation between the user’s face and the device, using the front-facing camera to detect the face position or using the gyroscope to detect the device pose. We adjust the view frustum according to this position/pose.

For the interaction we designed two use cases: One is a “tour guide” mode, in which a pre-defined camera path leads through the virtual scene. The other one is a “free walk” mode, where the user can change the viewing position by using touch gestures, and adjust the viewing orientation by changing the relative position of his face to the front-facing camera.

Besides designing the overall system with a render-server, 3D display client, and real-time face/pose detection, our
main technical contribution is a highly efficient algorithm that decomposes a frame buffer (or a range image) with per-pixel depth and normal information into a sparse set of planar regions which can be textured with the current color framebuffer (or RGB image). Compared to mesh decimation algorithms, our approach performs much faster and can decimate any image rendered by a system providing depth and normal information, such as OpenGL or a TOF camera. Our resulting coarse mesh representation is simple enough for real-time display on today’s mobile devices.

II. RELATED WORK

There are various methods to extract feature edges and detect line segments from 2D images. Isenberg et al. [1] provided a survey on algorithms for computing polygonal model silhouettes. Von Gioi et al. [2] proposed a parameterless linear-time line segment detector which gave accurate results. Compared to state-of-the-art line segment detection algorithms, their approach is fast and can reduce the false detection of edges for natural images. But the method is not suitable for depth images, especially for organic objects that have smooth surfaces, because no line segments are detected on the surface.

When trying to construct a coarse mesh, one can use mesh decimation to go from a dense sampling to a less dense one. There has been an enormous amount of research in this area of computer graphics. Gotsman et al. [3] presented a survey of simplification methods and 3D mesh compression techniques. A good overview of state-of-the-art algorithms are given in the book by Botsch et al. [4]. Many of these methods are not fast enough for our application. One fast stochastic decimation model has been introduced by Wu and Kobbelt [5], but it still does not achieve the performance needed for real-time streaming. The nature of decimation methods is that they start from a complex model and simplify it, whereas our method constructs a sparse mesh directly from visible feature edges in image space. Hence we can achieve near real-time processing speed.

Some researchers reconstructed the mesh representation from depth images. Pulli and Pietikäinen [6] suggested a range image segmentation method based on depth information and surface normals. Pajarola et al. [7] proposed a fast depth-image meshing algorithm based on restricted quadtree triangulation [8]. In their results, they only show single objects or simple 3D scenes consisting of a few objects. For complex geometry scenes, e.g. urban scenery, this method could still result in a rather dense mesh for transmission and visualization.

A problem of the range-image based mesh reconstruction is the “rubber sheets” at silhouette boundaries between foreground and background objects due to depth discontinuity. Mark et al. [9] avoided this occlusion artifacts by warping two different reference frames and compositing the results. Pajarola et al. [7] blended several reference depth-meshes to synthesize new views.

For visualization of urban scenery, imposter based approaches were introduced. Sillion et al. [10] segmented the urban scene into two parts, the local 3D model and a set of imposters used to represent the distant scenery. The segmentation is based on the city-block-structure. To extend cache life of imposters, the depth information of the distant landscape is used to build a sparse textured mesh, which is similar to our approach. But their augmented imposter only considers depth discontinuity, while our method also takes normal discontinuity into account, which gives a more accurate representation of building facades. Similarly, Decoret et al. [11] improved the imposters by using multi-layered imposters to reduce the occlusion error. Imposter based approaches are good solutions for urban scenery visualization, but they are not suitable for general 3D scenes or range images. First, the knowledge about 3D scenes and city blocks is not always available for the segmentation. Second, the viewpoint is restricted to the ground level for city walk-through.

To reduce the workload of static 3D scene rendering, Schaufler et al. [12] combined concepts of imposters, hierarchical scene subdivision and levels of detail in order to cache three dimensional images of a virtual environment. A similar approach is also introduced by Shade et al. [13]. These algorithms need knowledge of the 3D scene for partitioning, which is not known for TOF camera input.

A system that uses view dependent simplification for rendering on mobile devices was developed by Lluch et al. [14]. The authors implement this as a client-server rendering system.
architecture. Their system is useful, but limited to triangle based geometry, whereas our approach can take any input, as long as depth and normal buffers are supplied.

Lee [15] implemented an on-screen view into a 3D world using face tracking. He used a Wii remote to track the user’s head movements. This is not practical for our scenario, where the user has only a small handheld device, without any extra input devices. This is why we opted to use face/pose detection instead.


III. SYSTEM ARCHITECTURE

The system we present in this paper is based on a client-server architecture. The server renders a complex 3D scene using OpenGL and takes the per-pixel depth and normal information to detect feature edges. After that we perform a line growing algorithm to extract monotonic feature segments. These are then converted from a pixel representation to a set of line vectorization using an algorithm we call Inverse Bresenham. The resulting edge vectors are used as constraints in a Delaunay triangulation to build the final 2.5D mesh. The geometry is transmitted to the mobile client together with the color image of the current view. See Fig. 1 for an overview of the system.

The client uses two threads, one for rendering the textured mesh using OpenGL ES, the other for image capture and face detection (or pose detection). Once a face/pose is detected, the rendering thread will receive a notification about the face position (or device pose) and the virtual camera view will change accordingly. The viewpoint will also change when the user navigates using touch gestures. With our textured 2.5D representation we can easily achieve frame-rates $> 10$ Hz on a consumer smart phone. If the viewpoint changes too much, this movement will be sent as a request to the server to stream a new 2.5D mesh.

Using this kind of client-server architecture and a 2.5D mesh instead of a simple video stream has several advantages. First, at a lower frame rate (2 Hz) we can spend more bits on each individual frame, which results in higher visual quality. Second, whenever the connection to the server deteriorates, the user still has an immersive experience, due to the locally available geometry information. Third, and most important, we reduce the lag that the user experiences, since navigation is evaluated locally. Compared to a streamed video, where the user input has to be transmitted to the server, and a video stream has to be sent back, we can hence reduce the perceived system latency significantly.

Since we strive for real-time with a guaranteed 2 Hz update on the mesh data for the client, we have to limit the time budget for each step in our pipeline. We assume that it takes around 150ms to transmit all data to the client and incorporate the feedback from the client. Furthermore we allocate 250ms for the rendering of the framebuffers and compression of the raw image data. That leaves 100ms for the 2.5D mesh generation.

The mesh generation time budget is further divided into four parts: the edge detection (5ms), pixel sequence growing (50ms), inverse Bresenham algorithm (5ms), and constrained Delaunay triangulation (40ms).

IV. COARSE 2.5D MESH GENERATION

The key aspect of our proposed method is an efficient approximation of the rendered 3D scene by a coarse, single layer depth mesh. In the following paragraphs, we will explain how our algorithm generates this mesh.

A. Rendering Server

The input to our algorithm are three framebuffers of the same image, see Fig. 2. The first is simply the color-buffer of the rendering result. The second is a linear depth buffer of the scene, which gives us information about depth discontinuities. The third framebuffer is the normal buffer, containing the surface normals per pixel in world coordinates. This buffer helps to detect feature edges of the geometry and is easy to generate for synthesized images. The input is not limited to 3D scene rendering results. Alternatively, our system can also take inputs (depth image and RGB image) from a TOF camera. For images where we only have the depth information, the normals can be approximated by computing the gradients of the smoothed depth image.

B. Image Segmentation

We use a Cut-Off distance to segment the image into foreground and background, based on the pixel depth values. There are two reasons for this. First, the user is more
interested in objects that are near, than the ones which are far away, hence it is sufficient to compute the correct parallax for nearby objects. Second, due to perspective projection the displacement of a point \( P(x, y, z) \) in the world space will be hardly visible, if \( P \) is far away from the camera. By assuming a symmetric frustum and viewpoint transformation, we project \( P \) from the world space to the window space:

\[
P_{\text{win}} = \left( \frac{w}{2} (1 - \frac{n}{r} \cdot \frac{x}{z}) \quad \frac{h}{2} (1 - \frac{n}{t} \cdot \frac{y}{z}) \right)^T, \tag{1}
\]

where \( w \) and \( h \) are the width and height of the window. \( n, r, t \) is near, right, and top clipping plane. If \( P \) moves to \( P' \) in the world space, the corresponding displacement in window space is:

\[
\|P_{\text{win}} - P'_{\text{win}}\| \approx (2|z|)^{-1} \sqrt{A(x' - x)^2 + B(y' - y)^2}, \tag{2}
\]

where \( A \) equals \( \frac{w^2 n^2}{2} \) and \( B \) equals \( \frac{h^2 n^2}{2} \), which are constants. Here we assume \( |z'| - |z| \) is much smaller than \( |z| \).

We set thresholds \( T_x, T_y \) for viewpoint updating. Therefore we have \( |x' - x| < T_x \) and \( |y' - y| < T_y \). To make the on-screen disparity of \( P \) and \( P' \) less than 1 pixel, we need to make \( \|P_{\text{win}} - P'_{\text{win}}\| < 1 \), which implies:

\[
|z| > 0.5\sqrt{AT_x^2 + BT_y^2}. \tag{3}
\]

Our Cut-Off distance is computed using (3). In the following steps, only the foreground information is processed.

### C. Edge Detection

The goal of edge detection is to find out all high frequency changes, i.e. visible edges, of the current view. We compute the second-order derivative (Laplacian operator) of the depth image, search for zero-crossing points and perform a binary thresholding \( \theta \), so that only the edges are highlighted. The result image is:

\[
I_{\text{lap}}(x, y) = \text{Binary}_\theta(\nabla^2 I(x, y)) \tag{4}
\]

For the normal image, we compute the normal change between neighboring pixels along horizontal and vertical direction, scale the results to the same range as that of the depth image, and store the maximum normal change for every pixel:

\[
\Delta n_x = \langle n_{i,j}, n_{i+1,j} \rangle \tag{5}
\]

\[
\Delta n_y = \langle n_{i,j}, n_{i,j+1} \rangle \tag{6}
\]

\[
I_{\text{dot}}(x, y) = s \cdot \max(1 - \Delta n_x, 1 - \Delta n_y) \tag{7}
\]

The output of the edge detection is the combination of \( I_{\text{lap}} \) and \( I_{\text{dot}} \), see Fig. 3(a):

\[
I_{\text{ED}}(x, y) = \max(I_{\text{lap}}(x, y), I_{\text{dot}}(x, y)) \tag{8}
\]

A smooth or organic surface has no depth discontinuity, but in a TOF camera image, the depth values are quantized, which will result in small depth discontinuity on the surface. By lowering the threshold of the Laplacian filter, we can detect slight depth discontinuities on the surfaces of organic objects, see Fig. 3(b).
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subdivides a curve at the point of maximum deviation. Thus he can generate a good approximation of line segments even from noisy data. But this approach needs to compute a point-line distance for every linked point, which is expensive. To accelerate this process, we identify sub-sequences that correspond to the rasterization pattern of a line segment by utilizing the monotonic pixel sequences obtained in the last section.

Let \( \{p_i\} \) be such a sequence of pixels. Due to the monotonicity of the sequence we can always flip the signs of the \( x \) and \( y \) coordinates such that only three different direction vectors \( v_i = p_{i+1} - p_i \) can occur, namely

\[
x = (1 \ 0)^T, y = (0 \ 1)^T, d = (1 \ 1)^T.
\] (9)

We can further simplify this sequence of direction vectors by replacing each occurrence of the vector \( d \) with the two vectors \( x \) and \( y \) which corresponds to adding one auxiliary pixel to the sequence.

Now we have to characterize sequences of direction vectors \( \{d_i\} \) which could have emerged from the rasterization of a single line segment. The defining property of such sequences is the constant slope \( m \), which in our case has to lie in the interval \([0, \infty)\) due to monotonicity and optional sign flips. Since the slope \( m \) defines the ratio of the number of occurrences of the vectors \( x \) and \( y \) respectively, we can derive the following regular expression for rasterized line segments:

\[
a \ b^{n_0} \ a \ b^{n_1} \ a \ldots \ a \ b^{n_j} \ a \ldots \tag{10}
\]

where there exists an integer \( k \) such that for the integer run lengths \( n_j \) of \( b \)-repetitions it holds that \( n_j \in \{k, k+1\} \). If the slope \( m \) is below 1 then in this expression the symbol \( a \) corresponds to the vector \( y \), \( b \) corresponds to \( x \) and \( k \leq 1/m \leq k+1 \). If \( m > 1 \), we find \( a \) corresponds to \( x \), \( b \) corresponds to \( y \) and \( k \leq m \leq k+1 \).

If the slope \( m \) of the line to be vectorized is known in advance, the above regular expression can be parsed by a simple regular automaton. However, in our case the slope is unknown a priori and hence we have to equip our automaton with a float variable \( m \) which stores the currently estimated approximate slope. The following pseudo code implements this automaton, where we assume for simplicity that the input sequence of direction vectors \( \{d_i\} \) has already been converted into a sequence of integer run lengths \( \{n_j\} \) by counting repetitions.

```plaintext
m = n_0;
for j = 1 to ...
    if |m - n_j| > 1 then stop
    m = (m + n_j) / 2

The “trick” in this implementation lies in the fact that initially \( m \) is set to the integer value \( n_0 \) such that both \( n_j = n_0 - 1 \) and \( n_j = n_0 + 1 \) can pass the stopping criterion as long as the value of \( m \) does not change. Then when the first \( n_j \neq n_0 \) is parsed, the value of \( m \) is adjusted to a non-integer value such that from now on only two possible integer run lengths are accepted. Results are shown in Fig. 5(c) and 5(d).

F. Triangulation

The Inverse Bresenham step will result in line vectorizations that are now used as input to a constrained Delaunay triangulation [23]. Vertices and edges are inserted into the mesh, the \( Z \)-coordinate being set to the corresponding value from the depth buffer image, see Fig. 6(a) and 6(b).

![Figure 6. 2D mesh resulting from the Constrained Delaunay Triangulation.](image)

V. IMMERSIVE DISPLAY

The key point of interaction on mobile platforms is intuitiveness, which requires to map our “natural” actions from the physical world into the virtual world. On the client side of our system, besides using the touch-screen gestures, we further augment the interaction by using the front-facing camera or the gyroscope of the mobile device. The spatial relation between the user’s face and the device is detected
and then the view frustum is updated accordingly. This gives the illusion of immersiveness, i.e. as if the screen were a window into the 3D world, creating a realistic illusion of depth and space. This is inspired by Lee [15], who used the infrared camera in the Wii remote and a head mounted sensor bar to track the location of the user’s head and render view dependent images on the screen. Lee’s method is suitable for desktop display and free body movement several meters away from the infrared camera, while our approach fits the mobile use case better. Since the physical size of the mobile screen is small and we always hold it in our hand to manipulate, it is more natural to tilt the phone than to move our head around to look into the virtual space.

When comparing face detection and gyroscope, we find that both can be used to achieve a virtual window effect. The integrated gyroscope is very accurate and stable. The update rate can be much higher (up to 100Hz) than that of the face detection (10Hz). However only device rotation can be detected. While using face detection, both the device and the face movement can be detected, and this will assure that the illusion works. In addition, we can roughly compute the distance between the camera and the face by using the detected face scale and a preset reference distance. This screen-face distance can be used to modify the focal distance of the view frustum, so that when the user gets closer to the screen, he will have a wider field of view. This is consistent to the viewing experience in the real world when walking towards a window.

We propose two different modes for interaction: One is “tour guide”, and the other one is “free walk”.

In the “tour guide” mode, we define a camera path in advance. It leads through the virtual scene, so the trajectory of the virtual camera is fixed. With a rate of two updates per second the server streams the textured mesh of the current view to the client for display. Since the camera trajectory is known, the client can interpolate viewing positions and render the 2.5D mesh at a framerate > 20Hz.

In the “free walk” mode, the user is allowed to explore the scene freely. The user can change his position by touch gestures like panning and pinching. The viewing direction is changed by face detection or gyroscope. Only if the user moves or rotates the view by more than a certain threshold, the server will generate a new 2.5D mesh and send it to the client. Otherwise the 2.5D information is sufficient to render a properly distorted view directly on the mobile device.

VI. Results

We implemented the system in C++. The server runs on a desktop PC with a Dual-Core 2.0 GHz CPU and 4 GiB memory. In the current version, the coarse mesh generation runs mostly on the CPU, with the edge detection being implemented in GLSL on the GPU. The client device is an Apple iPod Touch 4G at 1 GHz with 256 MiB RAM. To communicate with the server, we use a Wi-Fi connection.

We use the face detection API of OpenCV, which implements the Viola-Jones object detection algorithm [24]. The input is the captured video stream from the integrated camera. We achieve a detection rate of around 10 FPS.

For the depth and normal buffer, we use a resolution of 640×480 pixels. Each view rendered on the server contained 0.5 to 0.8 million triangles, and there were more than 1.6 million triangles in the whole scene. The render server uses multiple render passes to achieve many special effects, including normal mapping, dynamic shadow maps, interior mapping, and much more. This would not be possible to render efficiently on the mobile device. For the TOF camera input, if the image resolution is higher than 640×480, we scale the width down to 640 and keep the original ratio.

Table I shows the time consumption for each processing step of our Coarse 2.5D Mesh Generation on a city scenery view, see Fig. 7(b). The total time we need to build the mesh is around 100 ms. The processing time is related to the complexity of the scene. For simple scenes it is faster, see Table III.

Fig. 7(b) shows one of our depth meshes containing 5,000 vertices and 9,700 faces, which would result in 105 KiB mesh data to transmit (vertices, texture coordinates and indices, each value is stored in a ushort or half precision float). Since on a mobile display small details are hardly visible, a sparse mesh suffices. To further reduce complexity we add a threshold to the pixel-sequences of the monotonic line growing algorithm. Hence we would first consider the longer pixel-sequences, which are more likely to represent relevant parts of a contour that separates different planar regions. In our experiment, we found out that when using 50% of the pixel-sequences there were no visible artifacts, and the mesh contained about 3,300 vertices and 6,400 faces (70 KiB), see Fig. 7(c). Together with the mesh data the server needs to send the color buffer of the current view to the client. The textures have a resolution 512 × 512 and are stored in JPEG format. The image file size is around 40 KiB each. Therefore per textured mesh about 110 KiB are streamed from the server to the client every half second or when the server receives the update request.

We compare our depth mesh to one generated by decimating a dense mesh which represented the contents of the depth buffer (i.e. each pixel in the depth image is treated as a vertex), using an optimized implementation of a standard decimation technique [25]. For the results compare Fig. 7(a) and 7(b). Our algorithm only places vertices on the feature edges, thus producing a more sparse representation of the scene, and is two orders of magnitude faster, see Table II. Our approach works for rendered polygons and TOF camera images, see Fig. 8 and 9. On the surface of organic objects, by correct thresholding, depth discontinuities are detected as feature edges which can then be used to build the 2.5D mesh. The time consumption for complex scenes is higher than single object due to the increasing amount of feature...
Table I
RELATIVE TIME CONSUMPTION FOR DIFFERENT PROCESSING STEPS.

<table>
<thead>
<tr>
<th>Step</th>
<th>Laplace</th>
<th>∆ Normal</th>
<th>Merge Buffer</th>
<th>MaxTree</th>
<th>Line Growing</th>
<th>Inv. Bresenham</th>
<th>CDT</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing(ms)</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>22</td>
<td>40</td>
<td>2</td>
<td>42</td>
<td>106</td>
</tr>
</tbody>
</table>

Figure 7. (a) A raw depth mesh (640 by 480, each pixel in the depth image is treated as a vertex) is decimated to 10,000 faces, by a standard mesh decimation algorithm using error quadrics. (b) Our mesh, 9,720 faces. (c) Our mesh, 6,423 faces.

Figure 8. Examples of our 2.5D mesh generation of 3D models. From left to right: rendered polygon model, depth-image, monotonic line growing, inverse bresenham, 2.5D mesh.

Table II
TIME CONSUMPTION FOR MESH GENERATION

<table>
<thead>
<tr>
<th>Mesh</th>
<th>#Vertex</th>
<th>#Face</th>
<th>Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decimated</td>
<td>6732</td>
<td>10000</td>
<td>10</td>
</tr>
<tr>
<td>Our Mesh 75%</td>
<td>5000</td>
<td>9720</td>
<td>0.10</td>
</tr>
<tr>
<td>Our Mesh 50%</td>
<td>3343</td>
<td>6423</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table III
TIME CONSUMPTION OF DIFFERENT MODELS

<table>
<thead>
<tr>
<th>Input Data</th>
<th>#Faces Model</th>
<th>#Faces 2.5D</th>
<th>Time(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Armadillo</td>
<td>100k</td>
<td>8,951</td>
<td>60</td>
</tr>
<tr>
<td>Model David</td>
<td>500k</td>
<td>5,549</td>
<td>47</td>
</tr>
<tr>
<td>Kinect Sculpture</td>
<td>-</td>
<td>4,420</td>
<td>56</td>
</tr>
<tr>
<td>TOF camera Baby</td>
<td>-</td>
<td>8,082</td>
<td>85</td>
</tr>
</tbody>
</table>

edges, but it still fits into our time budget, see Table III.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we presented a client-server architecture for displaying complex 3D scenes on mobile devices. On the server side, we introduced a highly efficient algorithm to decompose the geometry represented by the current view’s depth profile into a small set of textured polygons. The textured mesh is then streamed to the client for rendering. To augment the viewing experience on the mobile platform, we utilized Viola-Jones face detection algorithm to detect the face position. Based on that the view frustum is changed accordingly, so that the user can look into the 2.5D scene through a virtual window. When the face movement is higher than a threshold, the view position is updated to the server to request a new textured mesh.

Currently we use Viola-Jones face detection which is sensitive to light condition, and the detected face positions are not very stable. The future work would be to implement a more sophisticated algorithm, e.g. considering optical flow. Second, after foreground/background segmentation there are holes in the background. We could blend meshes of multiple reference frames to avoid disocclusion artifacts. In addition, in our mesh generation pipeline, Monotonic Line Growing is the main bottleneck, such that implementing this step on the GPU would accelerate the conversion even more.
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Figure 9. Examples of our 2.5D mesh generation using TOF and structured light camera inputs. Left to right: RGB image, depth-image, Monotonic Line Growing, Inverse Bresenham, 2.5D mesh. Top: images using Kinect, Bottom: dataset of [17].
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